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Abstract – A list of selected phenomena characterizing living systems on the main levels of the
manifestation of life is considered. As a result of directed interpretation of these phenomena, life
(in becomming of earthly reality) appears as an informational physico-mathematical process that
solves the problem of optimal relations of its variability and heredity in a changing environment.
Practical solutions found by living systems in the course of evolution can be used and are used in
applied mathematics as approaches of working with information. Genetic and quantum algorithms,
neural networks, annealing are important milestones of this use. On this way, mathematics discovers
an unexpected efficiency in working with big data arrays, which represent the main content of modern
biology.
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1. INTRODUCTION

Wigner [1] wrote about unreasonable, exceeding the expectations, effectiveness of mathematics in natural
sciences, presenting the image of “a man with a bunch of keys, who, trying to open one door after another,
always finds the right key on the first or second try. This makes him to doubt about a one-to-one correspon-
dence between keys and locks.” Arnold [2] attributed to I. Gelfand, as if he had added that there is another
comparable phenomenon, namely, an equally incomprehensible inefficiency of mathematics in biology. If this
is the case, then the inefficiency in biology makes one to doubt at least about some correspondence between
keys and locks: either the keys or the locks are wrong.

Wigner gave his lecture more than half a century ago. Arnold shared these beliefs a quarter of a century
later, not paying attention to the fact that biology and mathematics are already then became different.

Much has changed since then.
Biologists have learned to sequence and edit genomes, huge databases of genes, mutations, and interactions

have occurred. The time has come for the synthesis of vital sequences. A new mathematics has come into the
new biology, which (forestalling Plushkins) does not cancel traditional directions at all, although new ideas,
for example, the unification of sciences, can seem untenable from the standpoint of classical mathematics.
The novelty of biology lies in its increasing approaching to the representations of the microcosm, in its
ever greater saturation with physics, mathematics, and computer science. The phenomena of biology are
increasingly attracting matrix mechanics for their descriptions. Has not yet taken shape as a discipline, the
photonics of living systems already exists in many manifestations. Neurobiology, the science about the most
secret process of the brain, suddenly received its physical and mathematical interpretation. And there is no
longer any doubt what shall be the qualitative response to Davis’ question: “Does quantum mechanics play
a non-trivial role in life?” [3].

The novelty of mathematics, complementary to these biological advances, is that the first principles of
biology began to be used to create mathematical models in various areas of human practice. Our appeal to
the first principles of biology differs from the typical one, but it is similar to Fock’s appeal to occupation
numbers [4] and Maslov’s constructions, which he used in the proof of a general theorem of set theory [5].
Justifying the predictions of S. Ulam, mathematicians were imbued with the ideas of unification [6, 7, 8]
and began to use schemes of solutions found by biological evolution for solving applied problems. The work
began with genetic algorithms and received a brilliant continuation in using neural networks. Next in line
are Big Data technologies, anticipatory systems, and quantum algorithms. Ideas about tropical mathematics
produced a revolution in some areas of the economy. The further building of bridges between sciences is
possible on the way of generalizing the classifying topos of Grothendieck [9] and using univalent foundations
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of mathematics as standard tools [10]. Finally, we must remember that even Edwin T. Jaynes claimed that
there is a fundamental connection between the theories of information, quantum mechanics, and statistical
thermodynamics [11]. Jaynes is often credited with the fact that as a result of his work, the concept of
entropy, as a central representation of thermodynamics, went beyond the limits of physics and turned out to
be applicable in biology. In the most general sense, this is true, but, from a position that studies becoming,
it is more important to study what happens in the very space of becoming, and not what remains outside it.
Therefore, we shall talk more about the connection of information theory, quantum mechanics and biological
evolution.

In this paper, we intend to explore whether there is a possibility of such an unification of mathematics
and biology, a unification in which the bridges connecting them shall be found. We are interested in the
following questions: are there levels of knowledge at which, speaking in Wigner’s words, there is a mutual
correspondence between the phenomena of biology and axioms of mathematics, and, if so, where are they
and to what stage the formation of living reality they could correspond?

To achieve this goal, we are first to establish what phenomena in biology should be considered fundamental
from a new (our) point of view and how they are related to the fundamental principles of physics, where
mathematics is effective. It is possible that, when using such an approach, new relations between the living
and the inanimate shall open up, and new assumptions about the time, place and depth of their bifurcations
in the course of the formation of our reality shall become available.

2. PHENOMENA OF PHYSICS AND BIOLOGY AS THE FIRST PRINCIPLES OF LIFE

In this work, we shall use the term “phenomenon” as is customary in natural sciences, i.e., to designate
with it an observed phenomenon or event, doing it for the first time without considering the reasons. We shall
select, from the immense multitude of biological phenomena, only those that, in our opinion, are inseparable
from the nature of living things and the absence of which in models of living systems can be the reason of
the inefficiency of mathematics in biology.

Since the world known on Earth is represented by both living and nonliving systems, it is natural to
expect that, among the first principles of becoming, one can discover both principles common for living and
nonliving systems and those that separate them. For the completeness of the model of life, it is important
to take into account both of them.

2.1. General Physical Phenomena

2.1.1. Existence. For the first and most important phenomenon of life, we consider the fact that it exists.
It exists as a miracle in the terminology of Misha Gromov, who considers as a miracle any phenomenon
which we cannot model and understand [12]. To construct a model means to understand, says Gromov. Or
to fool ourselves, adds Arnold, if the facts known “only with some degree of probability or only with some
certainty” are taken for axioms [2]. Therefore, it is important to understand that “life” exists in and equally
with the inanimate nature that surrounds us, without giving us much reason to think as if one came from
the other.

The form of existence of living objects is both similar and different from the form of existence of inanimate
objects [13]. Thus, not all inanimate nature is represented by bodies as beings that have precisely a shape,
while all life known to us is represented by organisms with a characteristic shape: organisms of the same
species are similar to each other, but clearly differ from organisms of another species. In the simplest life
forms, such as viruses, mycoplasmas, and mini-bacteria, some signs of organisms may be absent, more
precisely, they may be functionally replaced. One can trace a higher supra-organismal form of organization,
which participates in the evolution of the living and is absent in the formation of non-living systems. The
fact of preservation of important spatial characteristics of isolated objects can indicate the possibility of
co-evolution of objects and environment, but this side of the matter still waits for its information coverage.

2.1.2. Dynamics of Existence. All living things, like all things, are characterized by the dynamics of
existence [14]. But there are differences.

Organisms exist in a state of dynamic disequilibrium with their environment, representing open systems,
because without the opening of the system its evolution is impossible [15]. The incomplete locality of organ-
isms (system openness, pseudo-locality) and their incomplete isolation from the environment is related to
the fact of their existence in such a state. Organisms make an impression of isolated (closed) systems, but
retain the most direct communication with the environment, passing through themselves the flows of matter,
energy, and information. This gives reason to call them the clopen systems. This term suggests that, at some
time and in some respect, the system is open and, at another time and in another relation, it is closed.
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An important consequence of incomplete isolation is that living organisms cannot exist outside the envi-
ronment, the local organization of which they are.

The incomplete isolation underlies the co-evolution of the living and its environment. This is especially
evident in our time, when the artification of the Earth and its near space reached alarming levels. Then
the content of co-evolution, on the one hand, there will be development, internalization by allocated objects
of those functions of the environment that, at the beginning of their formation, ensured their isolation,
and subsequently their existence. On the other hand, the content of co-evolution depends more and more
on the return to the environment of life-transformed flows of matter, energy, and information, which is its
artification.

2.1.3. A special state of existence: excitation. Common to living and nonliving systems is their ability
to excite, perturbation, at the beginning of which lies the interaction of the system with something from
the outside, which has the characteristics of energy, matter, or information. Further, for brevity, let us talk
about energy.

The fact of commonality in the ability to excite should not prevent us from considering excitation as
a fundamental property of living systems. The excitation as physical phenomenon is characterized by the
perturbed energy state of the system, it is the form and mode of energy flow through the system, and
therefore can be regarded to be fundamental for any system. The inclusion of excitation in the list of the
first principles of life is necessary, since a perturbation, applied to a closed system, opens the closed system,
passing a flow of energy through it. A perturbation applied to an open system affects its energy balance and
can change both the amount of energy in the system and its direction of use.

Closed inanimate objects also open when excited, but their capabilities for the use of the added energy
is very limited. If they use excitation energy for the formation of chemical bonds, then the reactions go up
to a formation of inert compounds, and the further evolutionary dynamics is strongly slowed down or is
impossible. An inanimate object that has entered into a chemical reaction may cease to be “himself.” If the
energy in an inanimate object is not stored, then its dissipation occurs, which is useless for evolution. After
the dissipation of the excitation energy, such systems close again.

In modern organisms, the excitation energy is stored in various forms of chemical bond, mainly in the
macroergic phosphate bond, and can be stored or used in many ways [13]. The main directions are the work
of the organism on the complication of “itself ” and the work on interaction with the environment.

The first direction has the specific feature that, by “complicating themselves,” organisms remain “ themsel-
ves,” while the complication, for example, of a molecule or a complex of molecules leads to the formation of
a new substance.

The second direction is especially important when it takes the kinetic form (movements). If the dynamics
of the environment is assessed as changes in the landscape of favorable conditions for living systems, then,
for “ the survival of the fittest” (Darwin), the decisive factor is movement as a condition of entering the
favored zone. Starting with the particles of the quantum world, excitation changes the dynamics of their
movement [16]. In living systems or their predecessors, due to changes in directions and speed, the probability
of falling into the favored zone can increase. The occurrence of molecular flagella in bacteria increases
and modifies movement parameters, which can be understood as an increase in the number of tests of
environmental zones for favored, and the organisms on fitness.

In multicellular organisms, phenotypic structures occur that can provide directional movement, and the
success of survival is dependent on the selected motion vector. If the system itself chooses a vector, this
can mean that it has become anticipatory (according to Rosen [17]), and its behavior refers to biological
phenomena.

Thus, the excitation has common initial characteristics. However, for the nonliving systems, it leads to the
dissipation and closure of the system, or to a deeper change leading to the loss of individuality. Whereas the
excitement of a life-like system is accompanied by the storage of excitation energy and preservation of
individuality with complication and beneficial use of energy excitement in the evolution.

The reasoning about excitation as a state that distinguishes between living and nonliving systems leads
to the conclusion that the formation of living systems is associated with their thermodynamic opening and
useful (according to Brillouin [18]) work, and that of inanimate ones with their closure after dissipation.
This is important for choosing a modelling strategy in the study of the origin of life. The Miller era, for
example, is largely aimed at searching for the closure of natural chemical cycles, and this is the source
of the difficulties and contradictions in the theory of abiogenesis, the main of which was formulated by
S. Kauffman: “People have made self-reproducing molecular systems and molecular motors, but nobody’s
ever put the two together into a single system that is capable of both reproduction and doing a work cycle”
[19]. Theories/models of the origin of life as the formation of systems oriented on opening due to exitement
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are not known for us, and this may be the reason for the inefficiency of mathematical models of life, although
in the theory of open systems there are all prerequisites to create effective models [20, 21].

2.2. Biological Phenomena

2.2.1. Program and Mapping in the Genotype/Phenotype Bilayer. Organisms, especially macroscopic
ones, are characterized by individuality, growth, and development that make up ontogeny, which is the
sequence of events from birth to death [22]. Being born, organisms change every moment of their existence
at the expense of exchange with the environment and grow and, nevertheless, retain their individuality. They
also die individually.

In the most general framework, a similar cycle of transformations can be regarded as a fundamental.
property of bodies that have a shape; it is inherent not only in living bodies, but also in quantum particles,
molecules, and celestial bodies. They are often referred to as characteristic of living objects: birth, life and
death. For example, a Lovelock’s theory known claiming that the Earth is a self-regulating superorganism [23].
Heavenly bodies, like many other inanimate ones, are characterized by an exchange with the environment;
in some respect, they can open up during a disturbance and can collapse, having exhausted their resources,
which in some sense is equivalent to death. However, a significant part of inanimate nature is not framed
into a body and cannot be described in terms of a reduced ontogeny.

The fact important for distinguishing “ontogenesis” of living and nonliving objects is that the first is
carried out not randomly, but according to a program during which there is an embodiment of the genetic
symbolic information (genotype) in material structures (phenotype). As a result, a bimodal organism is
formed, which is able to re-create itself (autocatalysis) and present itself in the environment (interaction).
The genetic information is passed on to offspring in symbolic form of a sequence of nitrogenous bases in
DNA. The coding meaning of the sequence opens when reading the sequence of bases as a sequence of
triplets that are molecular groups which are 3-permutations of four. The reading is carried out in two stages,
which are called transcriptions and translations. The latter involves a supramolecular complex, the ribosome,
in whose body the sequence of triplets is matched with the sequence of amino acid residues in the synthesized
polypeptide [24]. The polypeptides, in their active configuration, are called enzymes and serve as the main
operators of autocatalysis and interaction with the environment.

The layer of existence of individual information in a symbolic form in the “ontogenesis” of lifeless bodies
is absent. These bodies have no genotype/phenotype distinction.

The presence of two layers (information and material) and a function of mapping between them is a
feature of ontogeny that distinguishes the living from inanimate. Particularly noteworthy is the operation
of mapping from layer to layer, requiring a special form of the operator as a many-placed function, as well
as the operation of interaction with the environment. The evolution of a living object includes the evolution of
the program, the evolution of the embodiment operator, the phenotype evolution, and the co-evolution of the
object and the environment. If the mathematical model does not take this into account, it will be ineffective
in describing life.

2.2.2. Generating Information. Thanks to Shannon [25], we know that an information can be copied,
transmitted, accumulated, and transformed. The information responsible for the creation of a phenotype
does not fall under this classification; it is more correctly attributed to the class of generating information,
with the help of which, over a symbolic representation, a completely material layer of the phenotype is
constructed.

In addition to the “descending” information from DNA to RNA and further to protein (Central Dogma
of molecular biology), to create a phenotypically presented object, the dynamics of DNA architecture in
chromatin and the dynamics of tubulin and membrane devices are important [24], which justifies Virchow’s
thesis 〈omnis cellula e cellula〉. Now we know that the genotype does not turn into a phenotype, it only
triggers and directs the processes by which the phenotype is created by means of the organism itself, which
speaks of the autocatalytic nature of living systems.

A part of autocatalysis mechanisms (e.g., epigenetic regulators, Yamanaki quartet, endoplasmic reticulum)
goes to the offspring from the parents, and a part is created anew, creating together a certain “innate
component” in the terminology of Chomsky [26], or a preorganization in the language of ideas about order,
formulated already by Cram [27]. It is this very “innate component” that provides copying of DNA in the
cell cycle, transfer of DNA and other hereditary information in the cell division, and the interaction of
information from different sources in the layer mapping when creating a phenotype. These structures, for
example, the cell membrane, may not be symbolic carriers of information, and it is often more correct to
think of them as constraints of the information flow, but they evolve in the composition of the organism,
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providing an increase in its complexity. For the occurrence of constraints, flows are needed and, in this sense,
we can assume that the information and its flows give rise to a living object in its multilateral representation.

The evolutionary complexity is created in such a way that every next layer of becoming covers the previous
one, but does not reject it, and uses it as a basis. Chomsky showed such a formation on the example of
grammar, and then became insist on its universality [26]. And the number of such layers/bases in the device
of living reality becomes more and more as the formation of this reality continues, which corresponds to the
layer-by-layer increase in knowledge in Wigner [1].

To be effective in describing life, a model must be oriented towards dynamical repetition of dual states
such as excitement/rest, closing/opening and others that provide a fundamental property living systems,
i.e., heredity and variability.

2.2.3. Reproduction of Organisms and Populations. The reproduction in general, i.e., as a continuously
ongoing process of renewal, can be described in terms of classical physics. So, for example, the water balance
of a reservoir is described. However, the biological reproduction differs in the fact that the elements of the
reproducing system are created by the system itself, and only simple components for the construction of
these elements come outside.

As long as the reproduction is an external function of the system, its evolution is either impossible
or ineffective. However, if organisms and their relations are put in the basis of the reproduction, then
the modelling in terms of classical physics, for example, of thermodynamics, become ineffective. This is
primarily due to incomplete isolation of organisms, which does not allow one to equate them, for example,
to gas molecules. Another reason lies in the fact that, for many species, an organism is not the basic unit of
evolution.

Some researchers, especially those who tend to see the evolution as training only [28], disregard the role of
combinatorics, or even omit the phenomenon of reproduction, facilitating the problem of phenomenological
comparison of an ensemble of molecules and a population of organisms. We believe that the organism cannot
be regarded as an equivalent to a gas molecule for a number of reasons, among which we have already called
ontogeny, and now let us note the supraorganismal structure, the population.

The biologists have long agreed that the elementary unit of evolution is a population [29]. The phenomenon
of the population structure of living systems deserves to be listed in the first principles, because the population
is not a physical ensemble of stochastically mobile unified units. A biological population is a collection of
organisms of the same species (shape), but of different sexes and age united by a common gene pool [29]. For
this reason, a biological population cannot be described as an ideal gas, it contains at least two (on the basis
of sex) classes of organisms, where organisms of different ages are found in different states (phases!) and,
in order to obtain a common gene pool, a population must have a long history. The historical trajectory of
a population consists of trajectories of ontogenesis, which are in a variety of biological and social relations.
The most important biological relation in this case is sexual process.

The sexual process between members of a population makes the population a genetically closed system,
and the sexual process with members of other populations opens it. The closing of a population reduces the
potential of its variability, up to degeneration, and, when opened, the heredity is violated, up to the death
of the offspring. Both facts make its quantitative contribution to the reproduction.

2.2.4. Sexual Process. The sexual process is often replaced by the term sexual reproduction, which in-
troduces confusion and leads away from the understanding of evolutionary mechanisms. We believe that, in
the course of reproduction, the growth of the number of organisms is achieved, while, in the sexual process,
the growth of diversity is realized. The growth of diversity is important for searches of survival niches, and
two levels of searches can be distinguished in it. At the first level, the fact that the activity of genes depends
on their position in the chromosome is used. Here, the increase in diversity is achieved by the fact that
genes and linkage groups of genes change the position on the chromosome during the crossing over during
the formation of gametes, and then, when a zygote is formed, new combinations of gene positions in DNA
are created. At the second level, the dynamics of gene states enters into the recombination of features of the
future organism, which is discussed below. These two mechanisms, together with mechanism of mutations,
underlie the variability that accelerates the evolution. If mutations can be attributed to the function of the
environment, then the combinatorial processes at the current stage of formation are the internal functions
of living systems. Such internal functions are absent for nonliving systems.

For the mathematical representation of birth and the sexual process, one can use the apparatus described
by Fock in 1932 [4]. In this report, Fock used the second quantization method to pass from a linear operator
to a nonlinear one. It is the transition to nonlinearity that opens the way to diversity of representations of
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living systems. The biological filling of the transition was started by Mendel long before its mathematical
formulation.

3. MENDELIAN HYBRIDS

Mendel discovered the laws of inheritance of some characteristics of organisms when crossing pure lines
of peas [30]. Now this observation is immediately associated with the phenomenology of pure states in
physics. Pure states do not occur in nature, although they are experimentally possible for both classical and
quantum systems. However, in biology, pure lines are also not at all an achievement of evolution. In biology,
such experimental systems are resulting from many recurrent crosses (self fertilization). Getting a pure line
in biology should be understood as a path to artificial closure of a system according to the selected feature.

The closeness is a necessary condition for pure lines in physics, but not impossible for clopen systems.
Mendel reduced the state of a living system to the state a pure line to understand the mechanism of
interaction of “purified” features. The effectiveness of recurrent crosses in obtaining of pure lines indicates
that a population with a sexual process is represented by a factorized set in which two sets of features
(genes in two types of gametes) are multipliers and the zygote is their product, the actual object. This is
an analogy with a pure state in physics, and the probabilistic nature of Mendel’s splitting law encourages to
use the formalism of quantum mechanics to describe the results of crossing. However, here it is necessary to
recall that the concept of a clean line in biology and a pure state in physics do not quite coincide. While,
in physics, a pure state is associated with one (a single) vector, we see that, in biology the purity of a line
is determined by the homozygosity of the object, i.e., the presence of two alleles in the same state. This
circumstance, which complicates the Mendelian dynamics, is considered in context of the origin of life even
rarer, although, if the cell is regarded as an interferometer for allelic states, then it is clear that this part
of the biological information obeys the laws of quantum mechanics (optics). The recognition of this fact has
far-reaching implications for the choice of models.

4. ALL THIS IS FROM A QUBIT

The combinatorial variability induced by the system itself is closely related in evolution with the need to
“overlap” the changes in the environment and survive, arriving in favorable conditions. Although every organ-
ism has some adaptive variability and adapts during ontogenesis, the transfer of these changes to generations
is problematic, which reduces their evolutionary contribution. The sexual process generates the combinato-
rial variability by recombining genes at the level of gametes than significantly expands the space of features
that contribute to the descendants of successful pairs to avoid the extinction due the negative selection. But
even this is not enough for the evolution of living systems, seeking to increase diversity. To achieve greater
diversity in life, a polarization is used, the representation of genes in a state “dominance/recessivity,” where
the diversity of phenotypes achieved by the “simple” gene recombination is increased by distinguishing the
state of the gene. The possibilities of polarization are further expanded by the mechanism of co-dominance,
a well-known example of which is the inheritance of the blood group in a human being.

The genetic algorithm of life, as opposed to the Holland genetic algorithm, works at the levels of states
and thus approaches the model of quantum computer.

The idea of a quantum computer is perhaps one of the few ones in which the unconscious imitation of
living systems began to be carried out before the molecular mechanism of the phenomenon became clear
to biologists. Although the idea of dominance was formulated by Mendel by 1866, much in the realization
of dominance remains unclear till now. A typical description of dominance is given in the project “Hu-
man Genome. . . ” on July 25, 2022 as follows: “Biochemically, what is going on in this case is that the
genetic variation, for a variety of reasons, can either induce a function in a cell, which is either very ad-
vantageous or very detrimental, which the other version of the gene can’t cover up or compensate for”
(https://www.genome.gov/genetics-glossary/Dominant). Today we know about “ for a variety of reasons”
almost as little as in the years when Wiesner and Feynman first proposed the idea of constructing a quan-
tum computer. But we know now that the space of quantum states of many-particle systems grows as an
exponent of the number of real particles that make them up, and that the difficulties of simulation of their
behavior on classical computers begin already for systems with tens elements. If we regard the gene as a
particle of information and remember that the number of only the genes programming a protein in humans
is approximately equal to 20,000 (CHESS-base), then it is easy to imagine the difficulties with which the
evolution has encountered along the way of its optimization.

Wheeler in 1989, writing the famous [31]: 〈It from bit〉, remained in representations of bits, but he did not
specify the state of the photon, and this left the ability for the transition to representations with qubits. If
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one sets a correspondence between the states of a quantum system and information concepts, then quantum
systems can be regarded as information devices. Here two-level quantum systems turn out to be distinguished
(an example is photon), which became the physical realization of the idea of a qubit. In the general case,
the state of a photon with a certain momentum is a superposition of its two polarization eigenstates, i.e.,
is mixed. The state of the qubit is often represented as arrows on the Bloch sphere [32]. If we imagine the
Bloch sphere as a model of the fitness space, then the variety of positions of the qubit arrow leads to a more
complete and uniform coverage of the sphere, which corresponds to an increase in the chances of a qubit
organism to enter the zone where it is the most fit.

In life, every organism becomes a version of a test of how well the resulting combination corresponds to the
environmental conditions in a given place and in a given moment. Thus, life itself, the set of its ontogenies,
can be regarded as a distributed calculator, first of the fitness, and then of the anticipation, the predictive
property of living systems, which, according to Rosen [17], begins, from the moment of his invention, to
determine the direction of evolution of living systems towards the creation of diversity. All this together can
be perceived as a solution to an optimization problem, where it is important to use such areas of optimization
as nonlinear, discrete, and dynamical. And the diversity of the phenomena of representation of the living,
described in the paper, gives reason to believe that inventive Life in the course of co-evolution attempted,
in each of them, achieving that the variability of the environment was overlapped with the variability of
organisms. Unfortunately, in science, it is still widespread the idea “that coevolution is a rare and quirky
sideshow to the main evolutionary acts shaping the diversity of life on a day-to-day basis” [33].

Till now (on Earth), the existing variability of living systems was enough to survive catastrophic fluc-
tuations in environmental parameters, but the amplitude of natural change shows an upward trend, while
resources for practical maintenance of a sufficient number and variety of people becomes less and less [34].

5. CONCLUSION

We started this paper by quoting the title of Wigner’s paper. There is also such a place: “ this uncanny
usefulness of mathematical concepts that raises the question of the uniqueness of our physical theories” [1]. We
believe that now there are grounds to talk about the effectiveness of mathematics in biology as well (cf. also
[35]). Although we are not sure what exactly I. Gelfand was talking about inefficiency of mathematics in
biology, we believe that classical mathematics gave in where the described object or phenomenon could be
regarded as something incompletely discrete, but not quite analogous either. If this is the case, then further
advances in mathematics in the study of life will be associated with the formation of ideas about the clopen
properties of the components of a living reality: information, time, and space.

We, as the authors of this paper, clearly understand that, presenting the origin of life as an event of a series
of information mappings (mapping of layers, “dominance/recessivity,” including “bit/qubit”), we transfer
our searches in an area which is not only poorly studied, but also is fundamentally difficult to study, to an
area where there are no flows of matter so familiar to us. However, the first principles of living systems listed
here convince us that, to look for the origin of life in the area of transition from chemistry to prebiology, is
to look for where it is light.

If, according to our assumptions and in agreement with Wheeler, “It,” timed to coincide with “ to the very
bottom,” is an information-wave background both for the living and for the nonliving, only mathematics
that describes this area will create a theory the origin of “everything,” including life. Applied mathematics,
in the form of informatics, masters new computing technologies, borrowing mainly methods of working with
information in life itself: genetic and quantum algorithms, neural networks, and annealing are important
milestones on the way to this borrowing. These successes are not accidental, they are provided by equifinality
of studies of nature, where different paths can lead to the same results. For example, Fock introduced
filling numbers for multiparticle systems [4], which are actually the foundations of computer science. A close
approach, in our opinion, was used by Maslov [5, 36] to calculate the distribution of nonequivalent mappings,
where it was shown that “an experiment, which for the same data could be different every time, must coincide
in the mean.”

These observations, together with the examples given in the paper, convince us that the mutual corre-
spondence between the phenomena of biology and axioms of mathematics is located “ to the very bottom”
of becoming.
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